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1. Project Goals
   ● Develop a resilient cyber-physical control strategy for FREEDM system to secure the energy scheduling and physical operation:
     ○ Extending to cyber-physical security: Explore possible attacks on both energy scheduling and physical operation, analyze the impacts in terms of economic benefit and system stability.
     ○ Interaction between cyber/physical layer detection: Investigate the correlation between the cyber layer behavior and physical layer response, inconsistent behaviors in both layer are helpful to disclose the misconduct devices.
     ○ Collaborative cyber-physical countermeasures: Integrating the cyber layer resilience with physical layer secure algorithms to build a resilient cyber-physical control framework against possible attacks.
   ● Implement the resilient cyber-physical control framework in DGI platform and further test the algorithm in HIL and GEH testbeds.

2. Role in Support of Strategic Plan
   This project closes the control loop for the distributed energy management to remain optimal in the presence of cyber attacks. Moreover, this project provides a tangible demonstration of how the cooperative distributed energy management should be implemented in HIL/GEH testbed.

3. Fundamental Research, Technological Barriers and Methodologies
   The technology barrier is how to build a distributed monitoring system to fit for the distributed control framework. The methodology to deal with it is to develop a neighborhood-watch mechanism in which each node is responsible for monitoring its neighbors. A reputation index is introduced to reflect the credibility of the neighbors, if one neighbor is continuing sending out false information, the reputation index will indicate that it is compromised.

4. Achievements
   4.1 New Data Integrity Attack on CoDES algorithm
   The CoDES algorithm [1] is a fully distributed optimization method, in which the DGI nodes communicate with only neighbors and determine the local generation schedule. It brings some significant advantages to the system, in terms of scalability and robustness [2]. However, the fully distributed framework is also vulnerable to malicious cyber attacks, in which some devices might choose not to collaborate with neighbors, but to seek for selfish objectives [3]. For example, Fig.1 shows a selfish DESD (DESD 1) in the FREEDM GEH system who wants to maximize its own economic benefit:
Step 1: Determining the most profitable schedule for itself
The selfish objective of the malicious DESD is given as:

$$\max \sum_{t=1}^{T} p(t)P_M(t)\Delta t$$

s.t.  $\forall t \in \{1, ..., T\}, x_0 - E_{ref} \leq \sum_{s=1}^{t} p(s)\Delta t \leq x_0$,

$$\forall t \in \{1, ..., T\}, P_{M,Bmin} \leq P_M(t) \leq P_{M,Bmax}.$$ 

where $P_M(t)$ denotes the power command to the malicious storage device $M$ at time step $t$, a positive value means a discharging command; $p(t)$ is the energy price at time step $t$; $E_{ref}$ is the storage capacity and $x_0$ is initial value of the stored energy. $P_{L,Bmin}$ and $P_{L,Bmax}$ are the minimum and maximum power limits of the storage device.

Step 2: Manipulating the power imbalance estimation
In the CoDES algorithm, all the devices estimate the system power imbalance in a collective sense, using a consensus network. Thus, attacker $M$ could use false local power balance estimation to mislead the system to overestimate or underestimate the system power imbalance.

Assume attacker $M$ sends out false local power imbalance estimation $\hat{\Delta}_M^{k+1}(t)$ in iteration $k$, and the neighbors of device $M$ use $\hat{\Delta}_M^{k+1}(t)$ for their local update, while the attacker $M$ still updates using the correct information $\hat{\Delta}_M^k(t)$. In this case, due to the false information $\hat{\Delta}_M^{k+1}(t)$, from iteration $k + 1$:

$$\sum_{i} \hat{\Delta}_i^{k+1}(t) = \Delta_x^{k+1}(t) + \sum_{j=1}^{N_M} \lambda_j \left( \hat{\Delta}_M^{k+1}(t) - \hat{\Delta}_M^k(t) \right),$$

which means the local estimation of system power imbalance deviates from the actual value.

When attacker $M$ is launching the data integrity attack, it keeps the actual scheduling command $P_M^a(t)$ to be 0, appearing not to be contributing to the microgrid. At the same time, it manipulates the deviation to be exactly the same as $P_M^a$. The impact of this attack is illustrated in Fig. 2.
When the electricity price is low \((t = T_1)\), the system is misled to overestimate the system load, with a difference as \(|P^M(t_1)|\). In contrast, when the electricity price is high \((t = T_2)\), the system underestimates the system load, with a difference as \(|P^M(t_2)|\). Consequently, while the normal devices adjust their power generations to support the false load, attacker \(M\) charges excess power when the electricity price is low and discharges when the electricity price is high.

With the false load estimations, the normal devices have to adjust their schedule in order to meet the false load, while DESD 1 charges and discharges according to the malicious schedule \(P^M(t)\). We illustrate the impact of the data integrity attack by using the FREEDM system located at North Carolina State University, the detailed simulation setup could be found in [1]. The comparison between the normal schedule and the attacked one is given in Fig. 3, where the green bars denote the schedule in the normal condition, and the red bars denote the schedule under data integrity attack.

The economic impacts of the attack on three DESDs and the total electricity bill are calculated as \(Error! Reference source not found.\), and \(Error! Reference source not found.\), respectively. The results are summarized in Table I. As we can see, after the attack, the total electricity bill increases as the attacked schedule is not the optimal result. In the meantime, only the attacker DESD 1 gains more economic benefit from the attack, while the other two DESDs make less money compared to the normal condition.
<table>
<thead>
<tr>
<th>Benefit (cents)</th>
<th>Total Bill</th>
<th>DESD 1</th>
<th>DESD 2</th>
<th>DESD 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>187.02</td>
<td>26.08</td>
<td>38.56</td>
<td>22.35</td>
</tr>
<tr>
<td>Attacked</td>
<td>208.55</td>
<td>34.06</td>
<td>35.98</td>
<td>17.03</td>
</tr>
<tr>
<td>Difference</td>
<td>21.53</td>
<td>7.98</td>
<td>-2.58</td>
<td>-5.32</td>
</tr>
<tr>
<td>Impact (%)</td>
<td>+11%</td>
<td>+30%</td>
<td>-6%</td>
<td>-23.6%</td>
</tr>
</tbody>
</table>

4.2 Reputation-based neighborhood-watch algorithm

We proposed a reputation-based neighborhood-watch algorithm in which every node could monitor the correctness of the shared information from its neighbor and counteract the attacks [4]. Similar concept is available in our previous work [5], [6]. The objective of the proposed resilient control mechanism is twofold: 1) to detect the presence of any manipulated information; including $\lambda^k_i$ and $\Delta P^k_i$; 2) to recover the optimal energy schedule from the malicious impact of the attack. The framework of the reputation-based neighborhood-watch algorithm is shown as Fig.4. In the following the details of each steps are described.

Figure 4: The framework of distributed neighborhood-watch algorithm

- Step 1: Based on two-hop neighbors’ shared information in iteration $k$, each node estimates its neighbors’ shared information in next iteration $k + 1$, where the estimated information includes $\lambda^k_i$ and $\Delta P^k_i$.
- Step 2: Each node detects the false information from its neighbors by comparing the estimated value with the actual received value.
- Step 3: Adjust the credibility of neighbors via the Local Reputation Index. Identify a malicious bus if the corresponding reputation drops below a threshold.
- Step 4: Information from the malicious bus is discarded by neighbors, and the other normal buses use estimated information to continue the iterative process

4.3 Algorithm implementation in DGI 2.0 framework

The CoDES algorithm has been implemented in a Linux PC environment running Ubuntu 16.04 LTS. The program is able to calculate the 24-hour charging/discharging schedule of DESDs of the 4-node FREEDM system as shown in Fig.5.
4.3.1 Configuration setup

The CoDES module is registered in the DGI main function (PosixMain.cpp) by adding "dda/DispatchAlgo.hpp" to the PosixMain.cpp.

```cpp
#include "CBroker.hpp"
#include "CConnectionManager.hpp"
#include "CDDispatcher.hpp"
#include "CGlobalConfiguration.hpp"
#include "CLogger.hpp"
#include "config.hpp"
#include "gm/GroupManagement.hpp"
#include "lb/LoadBalance.hpp"
#include "ps/StateCollection.hpp"
#include "dda/DispatchAlgo.hpp"
#include "CSettings.hpp"
#include "SRemoteHost.hpp"
#include "FreedmExceptions.hpp"
```

The dda module has already been registered with 90 seconds phase time. Detailed code are shown in the source code between line 326 to line 407.

```cpp
CBroker::Instance().RegisterModule("dda", boost::posix_time::milliseconds(90000));
```

4.3.2 Execution result example

By executing (.ProxixBroker) the executable file one by one, the CoDES algorithm will run and each terminal (represent each DGI node) session will print out algorithm information as the algorithm executes.
5. Other Relevant Work Being Conducted Within and Outside of the ERC

6. Milestones and Deliverables
Q3 (9/30/2016) –
• In process of implementing the neighborhood-watch algorithm in DGI platform to secure the energy scheduling algorithm.

Q4 (12/31/2016) –
• A working implementation of the neighborhood-watch algorithm in DGI platform, in process of exploring possible cyber/physical attacks on energy scheduling and real-time operation.

Q1 (3/31/2017) –
• Build the resilient cyber-physical control framework, develop the collaborative cyber/physical countermeasures against potential attacks.

Q2 (6/30/2017) –
• The implementation of the resilient cyber-physical control framework in DGI platform.

Deliverable for SV (04/2017):
• A working implementation of the resilient cyber-physical control in DGI platform
• Related publications and reports.

Final Deliverable (08/2017):
• System level demonstration of the cyber/physical attacks and the corresponding countermeasures.
• Related publications and reports.

7. Plans for Next Five Years
• Consider collude misbehaving nodes in the system
• Adapt the detecting threshold considering the effect of communication noise and disturbance
• Analyze the optimal number of hops required to exchange information under different attack scenarios.

8. Member Company Benefits
By demonstrating the attacks and the resilient operation of the CoDES algorithm, the member company will be able to see the potential challenges of the distributed technologies and a promising solution to deal with the cyber attacks. This secure technology could be used for other similar applications.
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