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Abstract—When in grid-connected mode of operation, dis-
tributed generators (DGs) within the microgrid (MG) can coordi-
nate to act as a single entity to provide services to the bulk grid.
The DGs can coordinate their power production to minimize the
total operating cost, which is known as the distributed economic
dispatch. Various methods have been proposed to solve the MG
economic dispatch problem (EDP) in a distributed fashion, under
the assumption that DGs’ power output, in aggregate, follows a
constant or slowly varying power command. However, when the
MG is providing frequency regulation service, or the internal load
is highly dynamic, the MG EDP becomes dynamic, and the state-
of-the-art distributed approaches cannot guarantee optimality. In
this paper, we propose a distributed economic dispatch algorithm
for MGs providing frequency regulation service, as an example
of a dispatch profile with ramp commands. A consensus protocol
guaranteeing zero steady-state error for ramp inputs is integrated
into the EDP to find the optimal solution in a distributed
way. With the proposed algorithm, the MG is able to tightly
follow a time-varying regulation signal while maintaining an
optimal economic dispatch for all the DGs within. We validate
the proposed method using regulation signals from PJM and
demonstrate the algorithm on a hardware-in-the-loop testbed.

Index Terms—Consensus algorithm, distributed control, eco-
nomic dispatch, microgrid, ramp input, regulation service.

I. INTRODUCTION

MMICROGRIDS (MGs) can effectively integrate and

manage the ever-increasing number of distributed gen-

erators (DGs) in the distribution system. A MG is defined

as “a group of interconnected loads and DGs within clearly

defined electrical boundaries that acts as a single controllable

entity with respect to the grid” [1]. This definition highlights

the two key properties of a MG: (1) to the grid, the MG is

a single controllable entity and (2) inside the MG, multiple

loads and sources interact with each other to achieve stable

and economic operation in a self-organized way.

Microgrids can be controlled to provide various services

to the grid, including reactive power support, load following,

reserve service, frequency regulation service, etc. [2]–[4] by

controlling the power exchange at the point of interconnec-

tion (POI). Frequency regulation service is one such ancillary

service that helps the utility balance the generation and load in

real-time and, thus, regulate the grid frequency. The participat-

ing resources adjust their output or consumption in response

to a signal, referred to as the “regulation signal”, offsetting the

power flow at the POI in accordance to the regulation signal

in real-time.

This paper is based upon work supported by the United States Army Corps
of Engineers under Contract No. W912HQ20C0040. Any opinions, findings
and conclusions or recommendations expressed in this paper are those of the
author(s) and do not necessarily reflect the views of the United States Army
Corps of Engineers.

While providing services to the grid as a single entity,

MGs should economically dispatch all the DGs within. The

economic dispatch problem (EDP) has a long history in power

system applications with centralized control [5]. When the

number of DGs in the MG is small, the well-established

centralized EDP solutions provide a simple and yet effective

way to optimally dispatch the available MG DG resources.

However, the centralized control paradigm is challenged by the

large-scale integration of DGs. First, the centralized control

presents a communication bottleneck in the system, where

all information needs to flow to and from a single node.

Second, solving the EDP in one central controller makes the

MG vulnerable to single point of failure. Third, centralized

control algorithms cannot form ad-hoc groups to reflect system

reconfiguration or DGs joining or leaving the MG due to, for

example, a DG intermittent failure (so-called “plug and play”

concept). Distributed control presents a potential solution to

manage the future MGs with a large number of DGs [6]–[8].

Under the distributed control framework, each DG only needs

to communicate with its neighbors, and can form dynamic

networks to adapt to system reconfiguration or communication

bottlenecks. Despite its advantages, there has been a limited

adoption of distributed MG controllers in the state-of-the-art

implementations. This is mostly a reflection of the relatively

simple structures for MGs in operation today. Further, many

MG designs are built around a single large-capacity device

such as a large battery energy storage system (BESS), a

design that lends itself to control implementation centralized

around that device. In addition, distributed control requires

peer-to-peer communication between the DGs, and there is

limited adoption of such communication protocols in the

power system domain at this time.

Many distributed control algorithms have been proposed

for various MG applications, including economic dispatch. In

[9], the EDP for a hybrid AC/DC microgrid is formulated

and a distributed solution based on the subgradient method

is proposed. In [10], a distributed control method based on

consensus algorithm is proposed, where all the nodes reach

the same optimal incremental cost, with a leader node re-

ceiving information about the total load. Another consensus-

based EDP solution is proposed in [11] for DC MGs; the

proposed algorithm uses the difference between the current

reference and measurement in the droop-controlled converters

to estimate the MG total load locally, thus eliminating the

leader node. A similar method for AC MGs [12] calculates

the difference between the active power reference and mea-

surement to estimate the total load. Considering the fact that

generation/load imbalance is equivalent to frequency deviation

in an islanded microgrid, [13] and [14] use frequency deviation
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as input to the incremental cost consensus algorithm. The

method eliminates the generation/load imbalance, and thus

the frequency deviation in an islanded MG, while reaching

optimal incremental cost. Since frequency can be measured

locally, the methods in [13] and [14] do not require any

load measurement. To avoid instability due to small frequency

differences measured by each DER, the algorithm is disabled

when the system frequency is close to the rated value [14].

The work in [15] modifies the consensus protocol by adding a

new consensus variable. The load information is stored in the

initial condition of the new variable. This consensus protocol

is called “surplus consensus” in [16] and it can be further

improved with random gains to preserve the individual node’s

privacy [17], [18].

The state-of-the-art distributed EDP solutions [10]–[15],

[17] use the dynamic consensus protocol, and assume the

dispatch command (which is the sum of all DGs’ power

output) for the MG is either constant [15], [17] or varies slowly

[10]–[14]. This assumption is necessary to arrive at the optimal

incremental cost because the dynamic consensus protocol can

only track the average of constant/step inputs and slowly

varying inputs with zero steady-state error [19]. Therefore, the

sum of all DGs’ power output has to be constant or vary slowly

for the dynamic consensus protocol to converge correctly and

to arrive at the optimal incremental cost; otherwise it delivers

a sub-optimal solution. The work in [20] discusses the EDP

when the sum of all DGs’ power output follows a time-

varying load profile and concludes that load mismatch can be

eliminated if the rate of change of the system load is lower than

the exponential convergence rate of the controller; however,

the optimality of the EDP solution cannot be guaranteed.

The limitation of distributed methods originates from the

underlying consensus protocols, and, depending on the consen-

sus protocol used, different limitations are present when deal-

ing with time-varying inputs. Dynamic consensus proposed

in [19] tracks the average value of inputs if the inputs have

at most one pole at the origin, which includes constant/step

inputs. For inputs with more than one pole at the origin (e.g.,

ramp inputs) dynamic consensus has a steady-state error whose

value depends on the communication topology. Additionally,

dynamic consensus requires the initial values of the consensus

variables to equal to that of the inputs. In [21]–[23], robust

consensus is proposed, which guarantees convergence to the

average from arbitrary initial conditions using an integrator.

The authors further present the general form of robust consen-

sus in [24]. By increasing the number of integrators, one form

of robust consensus can track ramp inputs with zero steady-

state error [24]. However, it requires three integrators, resulting

in undesired dynamics and complicated design procedure.

Also, in robust consensus, inputs are only enforced on part

of the internal states. This creates a low pass filter effect that

slows down the tracking speed. Finite time consensus [25] [26]

is able to track the average of any time-varying signals with

bounded derivatives with zero steady-state error. The major

disadvantage of finite time consensus is its convergence speed

and chattering phenomenon.

This paper presents a distributed economic dispatch method

for MGs tracking ramp power commands. Regulation service

is selected as an example due to its dynamic dispatch profile,

which includes ramp regions, requiring continuous adjustment

of the power flow at the POI of the MG. The proposed method

effectively follows ramp dynamics seen in the frequency

regulation service signal. Similar dynamics can be observed

in MGs with significant PV generation [27]; aggregated load

behavior may also exhibit ramp power demand [28]. The main

contribution of the paper is threefold:

● Inspired by internal model principle, we propose a con-

sensus protocol that tracks the average of inputs having

two or less poles at the origin including ramp inputs with

zero steady-state error. Mathematical proof demonstrates

its stability and zero steady-state error with ramp inputs.

● By applying the proposed consensus protocol to the MG

EDP, we present a distributed control algorithm that

achieves optimal economic dispatch while the MG is pro-

viding regulation service. With the proposed algorithm,

two goals are achieved simultaneously: 1) the power flow

at the MG POI follows the regulation signal tightly to

provide satisfactory regulation service; 2) the incremental

costs for all DGs reach the optimal value for most regions

of the regulation signal, which cannot be achieved by the

state-of-the-art distributed approaches based on dynamic

consensus. Further, we provide an equivalent model and

control gain design procedure for the proposed algorithm.

● The proposed algorithm is implemented on hardware con-

trollers with practical communication networks. Its per-

formance is evaluated against the PJM regulation service

profile. With the proposed algorithm, a performance score

of 0.9488 is achieved, which satisfies PJM’s requirement

for a score of 0.75 or better. We further compare it with

the state-of-the-art distributed control algorithm based on

dynamic consensus to demonstrate its advantages.

The rest of this paper is organized as follows. In Section II,

we formulate the EDP for MGs providing regulation service.

Section III presents the proposed consensus protocol and its

detailed analysis. In Section IV, we present a distributed EDP

solution for MGs providing regulation service by applying the

proposed protocol. Section V validates the performance of the

proposed method by hardware-in-the-loop (HIL) simulation.

Section VI concludes the paper.

II. PROBLEM STATEMENT

A. Regulation Service

Regulation service requires the resources to tightly track the

regulation signal. Taking the regulation market hold by PJM

as an example [29], two types of regulation signals exist:

1) Regulation D (RegD) is a fast and dynamic signal that

demands instantaneous response from resources.

2) Regulation A (RegA) is a slower signal that aims at

stabilizing larger and longer fluctuations at system level.

Fig. 1 shows the normalized test RegD and RegA signal

from PJM. Clearly, RegD has a faster rate of change and is

more dynamic than RegA, making it more challenging for

a MG to follow. In the rest of the paper, we use RegD as

the regulation signal. It can be observed that RegD has many

regions that require the resource power to ramp up or ramp
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Fig. 1: Test RegA and RegD signal from PJM
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Fig. 2: Fast changing region of RegD around t = 25 min and its
approximation by a ramp signal

down to support grid frequency regulation, e.g., the regions

around t = 2 min, t = 14 min, t = 25 min, t = 33 min, etc.

Fig. 2 shows RegD around t = 25 min where RegD has the

largest absolute rate of change. During this region, RegD with

a slope of 0.0435 per second at point A can be approximated

by a ramp signal, which motivates the development of a

consensus protocol that can achieve zero steady-state error for

both step/constant inputs (point B) and ramp inputs (point A).

It is worth noting that in practice, the RegD signal is received

from PJM every 2 seconds. As a result, RegD is a discrete

signal with a 2-second time step. In the following we will use a

continuous ramp signal instead of a discretized ramp signal for

analysis purposes. In the experiment results, we will show that

the proposed algorithm can achieve satisfactory performance

for both continuous and discretized ramp signals.

B. Microgrid EDP While Providing Regulation Service

In this work, the operating cost of a single DG is approxi-

mated by a quadratic function of its output power [5], [30]:

fi(Pi) = aiP 2

i + biPi + ci (1)

where Pi is the power output of the ith DG; Pi > 0 if the DG

injects power into the MG and Pi < 0 if the DG draws power

from the MG. The cost function coefficients ai, bi, and ci are

positive. For a fuel-based DG, such as a diesel generator, Pi >

0 since it can only output power. Its cost function coefficients

can be directly associated with fuel consumption rate and fuel

price [5]. For a DG with storage such as a BESS, Pi > 0

means the BESS is discharging and providing power to the

MG, while Pi < 0 means it is being charged and absorbing

power from the MG. The cost function of the BESS fi(Pi) can

be negative for Pi < 0. The incremental cost of a DG is given

by λi(Pi) = dfi/dPi = 2aiPi+bi. Fig. 3 shows the typical cost

functions and incremental cost functions for a fuel-based DG

and a BESS. In Fig. 3, Pi,min and Pi,max are the minimum

and maximum power constraints of the ith DG, respectively.

More discussion about the cost functions can be found in [31].

Pi,min Pi,max

dfi /dPi

Pi,min Pi,max

fi

Pi,min Pi,max

dfi /dPi

Pi,min

Pi,max

fi

(a) (b)

Fig. 3: Cost functions fi and increment costs dfi/dPi for (a) a generator
and (b) a BESS.

We define the MG net load D as,

D =DL − PRES (2)

where DL is total load in the MG and PRES is the total

generation from the non-dispatchable sources such as PV and

wind, which operate at their maximum power point. For a MG

with N DGs, the EDP when considering regulation service can

be formulated as follows:

min
P1,...,PN

N

∑
i

fi(Pi) (3)

subject to P1 + ... + PN =D − PREG

PREG = B +CREGRegD

Pi,min ≤ Pi ≤ Pi,max

where PREG is the power command calculated from the RegD

signal; B is the MG scheduled base load from the grid;

CREG is the MG regulation service capacity and RegD is

the normalized RegD signal as shown in Fig. 1. The MG

imports power from the grid if PREG > 0 and exports power if

PREG < 0. It is assumed that the DGs combined have enough

power to satisfy the microgrid load and provide regulation

service, i.e.,

N

∑
i

Pi,min ≤D − PREG ≤

N

∑
i

Pi,max (4)

Otherwise, there exists no solution to problem (3). This

assumption also implies that there exists at least one DG that

does not reach its power limit.

Problem (3) incorporates the power balance constraints

and capacity constraints explicitly and the SoC constraints

implicitly (see Remark 1). Other types of constraints, such

as ramp rate constraints or line constraints, are not considered

for the algorithm proposed in this paper. It remains our future

work to develop more general algorithms with various types

of constraints.

Remark 1: During operation, an external MG energy man-

agement system (EMS) can set the target battery state of

charge (SoC) for the BESS [32]. Specifically, the cost function

coefficients for the BESS can be generated by a higher-

level optimization algorithm running on the EMS [33]. To

demonstrate this approach, in this paper, the coefficients ai, bi,

and ci for the BESS are functions of the battery SoC. When
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Pi,min Pi,max

dfi /dPi

Pi,min

Pi,max

fi

(a)

Pi,min Pi,max

dfi /dPi

Pi,min

Pi,max

fi

(b)

Fig. 4: Cost functions fi and increment costs dfi/dPi for a BESS with (a)
a high SoC and (b) a low SoC.

the SoC is high, the cost of the BESS is low and thus the BESS

tends to discharge. Conversely, when the SoC is low, the cost

of the BESS is high and thus the BESS tends to charge. Fig. 4

shows the cost functions and incremental cost functions for a

BESS with different SoC levels. At a large time scale, the

coefficients are time-varying and properly maintain the SoC

around the target. Because the coefficients and the SoC only

vary slowly in time, they can be treated as constant at the

time scale (i.e., seconds) in which the proposed algorithm op-

erates. In the following, theoretical analysis is conducted with

constant coefficients. In the experiment results, we show that

the proposed algorithm can achieve satisfactory performance

when considering the DG with constant coefficients and the

BESS with varying coefficients.

III. CONSENSUS PROTOCOL FOR RAMP INPUTS

In this section, we propose a consensus protocol that tracks

the average of ramp inputs with zero steady-state error. In

the next section, the proposed protocol is used to develop

an distributed EDP algorithm for MGs providing regulation

service. The EDP algorithm aims at two goals: 1) controlling

the power exchange at the POI of the MG to follow its

reference value; 2) distributing the total generation among the

DGs so that all the DGs have the same incremental cost, thus

satisfying the EDP.

A. Preliminaries on Graph Theory and Dynamic Consensus

Consensus algorithms are widely used for multi-agent sys-

tems (MAS) to reach agreement among agents using a sparse

communication network. The communication network of a

MAS can be modeled by a graph, G = (V,E ,W) where

V = {v1, v2, . . . vN} denotes the set of agents; E ⊆ V × V

denotes the communication links between the agents and W

is the adjacency matrix defined as wij = 1 if and only if the

edge {vi, vj} ∈ E , otherwise wij = 0. In this work, we assume

an undirected graph, i.e. wij = wji = 1. If there exists a path

from any node vi to any other node vj in the communication

network, the graph is said to be connected.

The Laplacian matrix L of G is defined as,

lij =

⎧⎪⎪⎨⎪⎪⎩
∑N

k=1,k≠iwik i = j

−wij i ≠ j
(5)

To track the average of the agents’ inputs, dynamic consen-

sus was originally proposed as [19]:

ẋi(t) = −α ∑
i,j∈E

wij[xi(t) − xj(t)] + u̇i(t) (6)

where xi(t) is the agent’s observation state; ui(t) is the local

input whose average is of interest; α > 0 is a consensus control

gain; ui(0) is the initial value of ui(t). In [19] Spanos et al.

show that as long as the initial condition satisfies xi(0) =
ui(0), the following statements are true,

1) The dynamic consensus algorithm (6) is stable and con-

verge to a steady state;

2) Each agent tracks the average of inputs with zero steady-

state error for inputs with at most one pole at the origin,

lim
t→∞
(xi(t) − 1

N

N

∑
k=1

uk(t)) = 0
if input uk(t) is a step or constant signal for any k.

By introducing an intermediate variable pi(t) = ui(t) −
xi(t), (6) can be rewritten as,

ṗi(t) = −α ∑
i,j∈E

wij[xi(t) − xj(t)] (7)

xi(t) = ui(t) − pi(t) (8)

When implemented in practical controllers, the advantages of

using (7) and (8) instead of (6) are: 1) the initial condition

can be easily satisfied by setting pi(0) = 0; 2) the need for the

derivative of the input u̇i(t) is eliminated. The second point is

important in practical implementation because derivatives are

sensitive to noise and may destabilize the controllers.

B. Proposed Consensus Protocol

Although dynamic consensus (6) works well for step signals

or constant signals, it has steady-state error for ramp inputs,

which has two poles at the origin. If we use (6) to track the

RegD signal, the result will be inaccurate during the ramp

regions. According to internal model principle, a controller

achieves zero steady-state error for an input if it includes the

model of that input. For ramp inputs with two poles at the

origin, two integrators are necessary. To that end, we propose

consensus protocol (9) and (10) to track the average of ramp

inputs with zero steady-state error. In the following we drop

time argument t for brevity.

ẋi = −α ∑
i,j∈E

wij(xi − xj) − β ∑
i,j∈E

wij(yi − yj) + u̇i (9)

ẏi = −β ∑
i,j∈E

wij(yi − yj) + u̇i (10)

where xi and yi are internal states; α and β are control

gains. It is required that the initial condition satisfies xi(0) =
yi(0) = ui(0). Compared to (6), protocol (9) and (10) uses

two integrators to calculate xi. According to internal model

principle, the proposed consensus protocol can achieve zero

steady-state error for inputs having two or less poles at the

origin, which include step/constant inputs and ramp inputs.
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Above equations can be written in matrix form,

ṡ =As +Bu̇ (11)

z =Cs (12)

where A = [ −αL −βL

0N×N −βL
], B = [IN

IN
], C = [IN 0N×N ],

and s = [xT yT]T. x,y, and u are the column vectors for

xi, yi and ui, respectively. z is the observation vector. IN is

the N dimensional identity matrix, and 0N×N is a N × N

matrix with all zero elements.

To track the average of inputs, the observation vector z

should converge to,

z = z∗ =
1

N
11Tu (13)

where 1 is a N dimensional vector with all elements being 1.

Like in the case of dynamic consensus, it is preferable

to define intermediate variables pxi (t) = ui(t) − xi(t) and

p
y
i (t) = ui(t)−yi(t) when implementing the proposed protocol

in practical controllers. This allows the initial condition to

be easily satisfied and eliminates the need to compute the

derivative of the input u̇i(t).

C. Convergence Analysis

In what follows, we first prove the stability of the proposed

protocol (11). Then, we show that it achieves zero steady-

state error for ramp inputs. Finally, we analyze its convergence

speed and discuss its parameter design.

For an undirected and connected graph, L is a symmetric

matrix. It has N eigenvalues with 0 = ψ1 < ψ2 ≤ ψ3 ≤ ... ≤ ψN .

With diagonal matrix Ψ = diag(ψ1, ..., ψN) and orthonormal

eigenbasis Q = [q1, ...,qN], L can written as L = QΨQT.

Also, we have Q−1 =QT because L is symmetric. It is easy

to verify that q1 =
1√
N
1 is the right eigenvector for ψ1 = 0.

The eigenvalues of A can by found by,

ξI2N −A = [ξIN + αL βL

0N×N ξIN + βL
]

=Q [ξIN + αΨ βΨ

0N×N ξIN + βΨ
]QT

=QSQT

(14)

We have det(ξI2N −A) = det(S) from (14), and because

S is a upper triangular matrix, it is easy to conclude that the

eigenvalues of A are,

ξ2i−1 = −αψi, ξ2i = −βψi (i = 1,2,3, ...,N) (15)

Recall for an undirected connected graph, ψ1 = 0 and ψi >

0 for i = 2,3, ...,N . Therefore, A has two zero eigenvalues

ξ1 = ξ2 = 0, and the remaining eigenvalues (ξ3, ..., ξ2N ) are

negative. The system (11) is bounded-input, bounded-output

(BIBO) stable.

Next, we will show that (11) tracks the average of ramp

inputs with zero steady-state error. To do that, we first take

the Laplace transform of (11) and write the output-to-input

transfer function as,

T(s) = Z(s)
U(s) = sC(sI2N −A)−1B
= s [IN 0N×N ] [sIN + αL βL

0N×N sIN + βL
]
−1

[IN
IN
]

=

N

∑
i=1

s2

(s + αψi)(s + βψi)qiq
T
i (16)

Derivation of (16) is presented in Appendix A. Recall ψ1 = 0

and q1 =
1√
N
1, T (s) can be written as,

T(s) = 1

N
11T

+

N

∑
i=2

s2

(s + αψi)(s + βψi)qiq
T
i (17)

We define the error function as

e = z − z∗ = z −
1

N
11Tu (18)

Substituting Z(s) = T(s)U(s) and (17) into (18),

E(s) = N

∑
i=2

s2

(s + αψi)(s + βψi)qiq
T
i u (19)

According to Final Value Theorem, for any u having two or

less poles at the origin, the steady-state error will be zero. Par-

ticularly, for ramp inputs U(s) =K/s2 with K = [k1, ..., kn]T
being a constant vector, we have,

lim
t→∞

e = lim
s→0

sE(s)
= lim

s→0

N

∑
i=2

s3

(s + αψi)(s + βψi)qiq
T
i

K

s2
= 0 (20)

This completes the proof that the proposed consensus pro-

tocol (11) is stable, and can track the average of ramp inputs

with zero steady-state error.

Next, we study the convergence speed of the proposed

protocol and provide some design considerations for α and

β. To simplify the analysis, we assume the inputs are one of

the following signals: 1) step signals; 2) constant signals. For

above signals, we have u̇ ≈ 0 and 1

N
11Tu is a constant for

t > t0. We rewrite the proposed consensus protocol (9) and

(10) as

ẋi = −α ∑
i,j∈E

wij(xi − xj) + ẏi (21)

ẏi = −β ∑
i,j∈E

wij(yi − yj) + u̇i (22)

Eq. (22) indicates that in terms of tracking the average of

input ui, the equation governing the state yi is the same as

the one for dynamic consensus (6). The equation governing

the state xi represents another dynamic consensus that tracks

the average of yi. The proposed protocol can be seen as the

cascade of two dynamic consensus protocols. The convergence

speed of xi tracking the average of ui is a combined result of

1) the convergence speed of yi tracking the average of ui and

2) the convergence speed of xi tracking the average of yi.

We define the disagreement vector as,

δ = [δx
δy
] = [x − 1

N
11Tu

y − 1

N
11Tu

] (23)
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Substituting (23) into (11) to get the disagreement dynamics,

[δ̇x
δ̇y
] = [ −αL −βL

0N×N −βL
] [δx
δy
] =A [δx

δy
] (24)

Eq. (24) describes the dynamics of the disagreement vector

and it can be used to determine the convergence speed of xi
and yi tracking the average of ui. The dynamics of δy are

decoupled from δx. In [34], it is shown that the convergence

speed of average consensus (thus the convergence speed of

δy) is governed by the second largest eigenvalue of −βL, i.e.

−βψ2. Because xi tracks the average of yi, xi cannot reach

steady state before yi does. Therefore, the convergence speed

of xi cannot be faster than that of yi. In other words, the

upper limit of the convergence speed of xi is set by β. Here

we consider that ψ2 is the property of the communication

network and cannot be changed.

From (21), it can be observed that α determines the speed

of xi tracking the average of yi. On one hand, a small α will

reduce the overall convergence speed because xi can only track

the average of yi slowly even if yi has reached steady state.

On the other hand, if α is large, the speed of xi tracking the

average of yi will be fast. However, it does not improve the

overall convergence speed because it is limited by β. We can

get the following conclusion regarding the parameters,

1) The convergence speed of y is determined by β and the

communication topology. The design of β is a trade-off

between the convergence speed and stability margin.

2) The convergence speed of x is determined by α, β, and

the communication topology. One good practice is α = β.

Although the convergence speed of the proposed proto-

col (9) cannot be faster that of the dynamic consensus (6),

the main advantage of the proposed protocol is zero steady-

state error for ramp inputs.

Remark 2: The proposed consensus protocol (11) and its

analysis above do not assume any specific application. It can

be used in any application where tracking the average of ramp

inputs is desired. In the context of the MG, different distributed

control algorithms can be built based on the proposed con-

sensus protocol (11) to realize different control goals. In the

next section, we propose a distributed control algorithm based

on (11) for the EDP in MGs which allows for minimizing

the operating cost while providing regulation service. The

proposed algorithm focuses on the grid-connected operation

of the MG when it provides regulation service to the grid.

While it is possible to build a distributed control algorithm

based on (11) for islanded operation, it is not the focus of this

paper and will not be further discussed.

IV. DISTRIBUTED ECONOMIC DISPATCH WHILE

PROVIDING REGULATION SERVICE

In this section, we first present the proposed distributed

control algorithm. Then, we show that the proposed algorithm

is stable when considering the feedback from the physical

system. Finally, we provide a design method for the control

gains which provides a sufficient condition for system stability

when considering delay. With the proposed algorithm, the two

goals can be decoupled: the proposed consensus protocol (11)

guarantees the reaching of the same incremental cost, while

the POI power tracking performance can be adjusted by the

control gain.

A. Proposed Distributed EDP Algorithm

To solve the EDP in a distributed way, we apply the dual

decomposition to the original problem, which divides the

problem into two levels of optimization. At the lower level,

each DG solves the following problem locally,

P ∗i (λ) = argmin
Pi

(fi(Pi) − λ∗Pi) (25)

subject to Pi,min ≤ Pi ≤ Pi,max

With a quadratic cost function fi, problem (25) can be

solved analytically as,

P ∗i =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Pi,max λ∗ ≥ λi,max

(λ∗ − bi)/2ai λi,min < λ
∗
< λi,max

Pi,min λ∗ ≤ λi,min

(26)

where λi,min = 2aiPi,min + bi, λi,max = 2aiPi,max + bi, and

λ∗ is the optimal global incremental cost that has to be solved

by the higher second level optimization. Conventionally, the

second level optimization requires the information from all

DGs, loads, and the regulation signal, thus resulting in a

centralized solution. To avoid this, we apply the proposed con-

sensus protocol (11) to estimate the optimal global incremental

cost by individual DGs. The proposed algorithm is written as,

ẋi = − α ∑
i,j∈E

wij(xi − xj) − β ∑
i,j∈E

wij(yi − yj)
− ϵi(PREG − PPOI) (27)

ẏi = − β ∑
i,j∈E

wij(yi − yj) − ϵi(PREG − PPOI) (28)

λ∗i = xi (29)

where PPOI is the power exchanged at the POI and it can be

monitored by the POI relay. The MG imports power if PPOI >

0, and the MG exports power if PPOI < 0. ϵi is the designed

regulation service gain, ϵi > 0 if the DG is the regulation

service DG, otherwise ϵi = 0. To have a meaningful input,

we require ϵi > 0 for at least one DG. λ∗i is the agent’s local

estimation of the optimal global incremental cost. The block

diagram of the proposed distributed control algorithm is shown

in Fig. 5.

Referring to (9), the consensus tracks the average of input

ui = ϵi ∫ (PPOI − PREG). When PREG is calculated from the

RegD signal, input ui will be close to a ramp signal at the

fast changing region of RegD, and conventional distributed

algorithm based on dynamic consensus (6) will not converge

correctly. The proposed EDP algorithm (26)-(29) presents

two requirements for the communication network. First, the

communication graph among DGs should be connected since

it uses the proposed consensus protocol to reach agreement on

the incremental cost. Second, at least one of the DGs should be

able to receive the RegD signal and POI power measurement.

Derivatives are avoided in the proposed algorithm since PREG

is received from the communication link and PPOI is measured

at the POI.
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Fig. 5: Block diagram of the proposed distributed control algorithm

B. Stability Analysis

To perform the stability analysis for system (26)-(29), we

make the following assumptions.

1) The system voltage is well regulated within the tolerance

band by the grid and transformers. This assumption is

valid because the MG is always connected to grid when

providing ancillary service.

2) The DGs’ lower level dynamics such as voltage and cur-

rent loop are ignored. This is justified since the proposed

control algorithm operates at a much larger time scale

and its dynamics are clearly decoupled from the faster

dynamics of DGs.

3) We also assume that the DG’s output can follow their

power reference accurately, i.e. Pi = P
∗

i . At the end of

this subsection, we show that the system is stable under

a constant offset between the power reference and actual

output, i.e., Pi = P
∗

i +∆Pi.

With above assumptions, we can write the power balance

equation for the MG,

PPOI +

N

∑
i=1

Pi =D (30)

Next, we will discuss the stability for unconstrained case

first, i.e., none of the DGs reaches its minimum or maximum

power output. Then, we will extend the analysis to the general

constrained case.

1) Unconstrained case: when none of the DGs reaches its

limit, by substituting (26) and (29) into (30) we can write the

POI power as,

PPOI =D −
N

∑
i=1

xi − bi

2ai
= −

N

∑
i=1

xi

2ai
+D′ (31)

where D′ = D +∑N
i=1

bi
2ai

. Substitute (31) into (27) and (28)

and write it in matrix form,

[ẋ
ẏ
] =([ −αL −βL

0N×N −βL
] + [−εσ/2 0N×N

−εσ/2 0N×N
])[x

y
]

+ [ε
ε
] (D′ − PREG) (32)

where ε = [ϵ1 ϵ2 ... ϵN ]T , σ = [ 1

a1

1

a2

... 1

aN
]. The

new system matrix (which is the matrix sum in the bracket)

can be viewed as matrix A being perturbed by another matrix

P = [−εσ/2 0N×N

−εσ/2 0N×N
]. When the control gains ϵi are small and

positive, we can analyze the new system matrix by eigenvalue

perturbation approach.

As shown in Section III, A has two zero eigenvalues

ξ1 = ξ2 = 0, and the remaining eigenvalues (ξ3, ..., ξ2N ) are

negative. We construct vector vT
1 , vT

2 and w1, w2 as,

VT
= [vT

1

vT
2

] = [11×N 01×N

01×N 11×N
] /√N (33)

W = [w1 w2] = [1N×1 0N×1

0N×1 1N×1
] /√N (34)

It can be easily verified that vT
1 and vT

2 (w1 and w2)

are two linearly independent left (right) eigenvectors of A

corresponding to the two zero eigenvalues and they satisfy

VTW = IN . If the control gains ϵi are small, the movement

of eigenvalues ξ1 and ξ2 when A is perturbed by P can be

quantified by the eigenvalues of VTPW [35], [36], and we

have,

VTPW =
1

N
[−11×N

εσ
2
1N×1 0

−11×N
εσ
2
1N×1 0

] = [p 0

p 0
] (35)

where,

p = −
1

2N
(ϵ1 + ... + ϵN)( 1

a1
+ ... +

1

aN
) (36)

It can be observed from (35) that the eigenvalues of the

2× 2 matrix VTPW are 0 and p. The eigenvalues ξ1 and ξ2
after the perturbation moves to ξ1 and ξ2 + p, respectively.

With all ϵi ≥ 0 and at least one ϵi > 0, we have p < 0

and therefore ξ2 + p < 0. We can find a positive upper

bound θ1 such that ξ1 = 0 and ξ2 + p < 0 for ϵi < θ1.

Therefore, when ϵi is small, the movement of ξ1 and ξ2
will not lead to instability. Next, we consider the movement

of all the other negative eigenvalues (ξ3, ..., ξ2N ) under the

perturbation. Because eigenvalues are continuous functions

of matrix entries, the eigenvalues continuously depends on

control gains ϵi. We can find a positive upper bound θ2 such

that Re(ξi) < 0 (i = 3,4, ...,2N) for ϵi < θ2. As a result, if

we select the control gains to satisfy ϵi < MIN(θ1, θ2), the

new system matrix will have a simple eigenvalue at zero and

all the other eigenvalues are in the open left half-plane. The

system is stable.

2) Constrained case: if some DGs have reached their

minimum or maximum output, their power output becomes

constant and will not change with the incremental cost any-

more. Thus, the POI power (31) for constrained case becomes,

PPOI =D − ∑
i∈NS

xi − bi

2ai
−∑

i∈S

Pi = − ∑
i∈NS

xi

2ai
+D′′ (37)

where S is the index set for saturated DGs that have reached

their minimum or maximum output, NS is the index set

for non-saturated DGs, and D′′ = D +∑i∈NS
bi
2ai

−∑i∈S Pi.

Following the same process as the unconstrained case, we can
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get p for constrained case as,

p = −
1

2N
(ϵ1 + ... + ϵN) ∑

i∈NS

1

ai
(38)

Based on (4), which states that that combined DGs power

output exceeds the MG load and regulation command, there is

at least one element inNS . Thus, p < 0 is valid for constrained

case. By the same argument for unconstrained case, we can

conclude that the system is stable when considering the DGs’

capacity constraints.

Above proof for both unconstrained and constrained cases

does not depend on the voltage, meaning the proposed EDP

algorithm is robust against system voltage variations. However,

assumption 1) is necessary to avoid trip of and damage to

DGs and loads. Further, if there exists an constant offset ∆Pi

between the DG’s the power reference P ∗i and its actual power

output Pi, the proposed control is still stable. This can be

shown by writing

PPOI +

N

∑
i=1

Pi = PPOI +

N

∑
i=1

(P ∗i +∆Pi) =D (39)

Because ∆Pi is constant, it can be moved to the right side of

the equation and combined with the system net load D. Then,

all the proof remains the same.

C. Controller Gain Design

In the previous subsection, we showed that the algorithm

(26)-(29) is stable for small ϵi > 0. In this subsection, we

will discuss the design procedure for controller gains ϵi when

considering practical communication delay.

First, we sum up equation (27) for all DGs,

N

∑
i=1

ẋi = −ϵSUM(PREG − PPOI) (40)

where ϵSUM = ∑N
i=1 ϵi. Note this step uses the conservation

property of Laplacian matrix and it is valid no matter whether

the consensus has converged or not. Substitute PPOI with (31)

into (40),

N

∑
i=1

ẋi = −ϵSUM

N

∑
i=1

xi(s)
2ai

+ ϵSUM(D′ − PREG)
= −ϵSUM

∑N
i=1 xi

2aAVE

+ ϵSUM(D′ − PREG) (41)

where aAVE = ∑N
i=1 xi/∑N

i=1
xi(s)
ai

. It is easy to see aMIN ≤

aAVE ≤ aMAX with aMIN =MIN(a1, a2, ..., aN) and aMAX =

MAX(a1, a2, ..., aN). By defining χ = ∑N
i=1 xi, equation (41)

becomes,

χ̇ = −ϵSUM

χ

2aAVE

+ ϵSUM(D′ − PREG) (42)

Equation (42) suggests the system dynamics can be modeled

by the block diagram shown in Fig. 6 when the dynamics of

individual DG are sufficiently fast compared to the ones of

ancillary service. The loop gain of Fig. 6 is,

Tχ(s) = ϵSUM

2aAVEs
(43)

D' - PREG χ 

1
2aAVE

 ϵSUM

s

Fig. 6: Equivalent model for designing gain ϵi

When (26)-(29) are implemented in DGs, there is inevitably

a delay between calculating (xi, yi, λ
∗

i , P ∗i ) and monitoring

changes in PPOI. This delay includes the communication

delay, DG control delay, POI relay measurement delay, etc.

We lump all the delays into a single one and model it as

Tτ(s) = e−sτMAX and τMAX is the worst case delay in the

system. When considering delays, equation (43) becomes

Tχ(s) = ϵSUM

2aAVEs
e−sτMAX (44)

Note,

∣Tχ(s)∣ ≤ ∣ ϵSUM

2aMINs
∣ ∠Tχ(s) = −π/2 − sτMAX (45)

Equation (44) and (45) suggest that the sum of controller

gains ϵSUM determines the system’s tracking performance and

stability with delay while the value of individual gain ϵi is

not important in this respect. To derive (42) and the equivalent

model in Fig. 6, it is not necessary that the consensus protocol

has converged, i.e., x1 = x2 = ... = xi. This means that

the performance of PPOI tracking PREG is decoupled from

the performance of all agents reaching the same optimal

incremental cost. As a result, designing consensus parameter

α and β can be decoupled from designing regulation service

gain ϵi. We summarize the design procedure as follow,

Step 1: Design α and β such that the consensus protocol is

stable and fast when implemented in discrete time domain.

Step 2: Estimate or obtain the worst case delay τMAX

and aMIN, and design ϵSUM such that (44) is stable with

sufficient stability margin. For example, if a π/4 phase margin

is required, substituting it into the second equation of (45)

yields s = π
4τMAX

. Further substituting s into the first equation

of (45) yields ϵSUM =
πaMIN

2τMAX

. This controller gain gives a good

PREG tracking performance while guaranteeing stability.

Step 3: Depending on the number M of regulation service

DGs, set ϵi = ϵSUM/M for regulation service DGs, and ϵi = 0

for the rest.

It is worth noting that the information about the worst case

delay τMAX and the DG with smallest cost factor ai is only

required when designing ϵi. This information can be estimated

or obtained offline and once the control gains are designed, the

algorithm is distributed and requires only neighbor’s informa-

tion during operation. It is also worth noting that above design

method provides a sufficient but not necessary condition for

the system stability.

V. EXPERIMENT RESULTS

In this section we first introduce the MG for testing and

a HIL testbed for implementing and testing the proposed

algorithm. Then, we present the test results for various cases.
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A. Microgrid for HIL Simulation

We adopt the feeder 1 of Banshee distribution network

from [37] as the test MG and add three inverter-based DGs

to it, as shown in Fig. 7. Banshee distribution network is a

power distribution network that provides a common, general

benchmark for testing microgrid control [38]. It includes

detailed models and real-world parameters for line impedance,

transformers, loads, relays, generators, inverters, etc. Banshee

models are open-source and publicly available [39].

The DG parameters are shown in TABLE I. The regulation

capacity is 500 kW and the scheduled base load imported

from the grid is 1800 kW. Parameters like the line impedance,

transformer settings, loads can be found in [37]. The com-

munication network among the DGs and the POI relay in

shown in Fig. 8(a). It is worth noting that we use the test

MG with four DGs to verify the proposed distributed control

algorithm. For such a system, centralized control may be more

effective, easier to implement in the field, and have simpler

communication network. However, this simple use case serves

as a relevant proof-of-concept of the proposed approach.

TABLE I: Microgrid DG Parameters

DG1
diesel generator

a = 0.005 b = 20 c = 0
α = 1.2 β = 1.2 ϵ = 0.01 Ts = 167 ms

DG2
inverter-based

a = 0.02 b = 10 c = 0
α = 1.2 β = 1.2 ϵ = 0 Ts = 167 ms

DG3
inverter-based

a = 0.025 b = 8 c = 0
α = 1.2 β = 1.2 ϵ = 0 Ts = 167 ms

DG4
inverter-based

a = 0.015 b = 12 c = 0
α = 1.2 β = 1.2 ϵ = 0 Ts = 167 ms

TI F28377S MCU

 Communication 

Network 

BeagleBone Black

Modbus 

RTU 

Modbus

TCP/IP

ZeroMQ

PWM 

signals

Analog 

signals

Opal-RT Simulator

RIAPS Implementation

Simulated MG SystemHardware Controllers

Fig. 9: Real-time HIL Testbed Setup

B. HIL Testbed

The HIL testbed is shown in Fig. 9. OPAL-RT real-time

simulator is used to simulate the MG components such as DGs,

line impedances, relays, etc. The switching model of the power

electronics converters is modeled in the OPAL-RT FPGA-

based simulator with a small simulation time step (500 ns),

capable of capturing the fast dynamics of the switching

components. The non-switching components are modeled in

the OPAL-RT CPU-based simulator with a larger simulation

time step (65 µs), allowing for simulating a MG with adequate

size in real-time.

The industry-grade micro-controller units (MCUs)

TMS320F28377S from Texas Instruments are used to for

controlling the inverter-based DGs. The measured DG

operation states like voltage and current are sampled by the

analog-to-digital converters (ADCs) of the MCUs. Inverter-

based DGs’ local control, such as current loop, voltage loop,

and droop control are implemented in the MCUs. The MCUs

send pulse-width modulation (PWM) signals to the OPAL-RT

simulator as gate signals for the simulated DGs. In the test

MG shown in Fig. 7, DG1 is a diesel generator and its local

control is implemented in the OPAL-RT simulator. A detailed

description of the generator’s local control and parameters

can be found in [37]. DG2, DG3, and DG4 are inverter-based

and their local control are implemented in the MCUs. The

inverter-based DGs operate in voltage control mode whose

control includes a current loop, a voltage loop, and droop

control. The implemented droop control can be described by

f∗i = fr −m(Pi − P
∗

i ) (46)

V ∗i = Vr − n(Qi −Q
∗

i ) − ns ∫ (Qi −Q
∗

i )dt (47)

where fr and Vr are the rated frequency and voltage, re-

spectively; P ∗i and Q∗i are the active power and reactive

power commands, respectively. In the tests, P ∗i is the power

command received from the EDP algorithm (26) while Q∗i is

set to 0. In (47), one extra integrator term is added to the

conventional Q−V droop. This term ensures that the inverter

reactive power Qi can follow its command Q∗i accurately in

grid-connected mode; in islanded mode, this term is removed

by setting ns = 0 and (47) is reduced to the conventional droop
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control [40], [41]. The frequency reference f∗i and voltage

reference V ∗i generated by droop control are further used

by inner voltage/current loop to control the inverter output

voltage. We use PI controller in synchronous dq reference

frame for the voltage/current loop. Detailed parameters can be

found in Appendix B. With those parameters, the bandwidth

for the DG’s local active power control is 1.3 Hz.

The proposed distributed EDP algorithm is implemented

in the testbed using the Resilient Information Architecture

Platform for the Smart Grid (RIAPS). The RIAPS platform is

an open-source software platform for distributing computation

and communication capability to multiple RIAPS nodes at

the edge of the network. Detailed introduction to the RIAPS

platform can be found in [42]. The hardware for the RIAPS

nodes is beaglebone black board (BBB), featuring a variety

of I/Os, adequate processing power, and 100 Mbit/s Ethernet

connectivity. Each BBB can communicate with one MCU

using Modbus RTU protocol. With this communication link,

the power reference is calculated in the BBB and sent to the

MCU, which further controls the inverter-based DGs. For DG1

and POI relay, their BBBs use Modbus TCP/IP to communi-

cate with their simulated local controllers in the OPAL-RT

simulator, respectively. The communication between different

BBBs is realized by the RIAPS platform. The overall control

diagram for the inverter-based DG is shown in Fig. 10.

When implementing the proposed control (26)-(29) on the

BBBs, it is important to select a time step during which all

the computation and communication can be finished. During

each time step, the BBB needs to finish three tasks: first,

the BBB runs the proposed EDP algorithm; second, the

BBB sends a Modbus message to the DGs; third, the BBB

shares the consensus variables with its neighbors. We measure

the average time required for each task and the results are

presented in TABLE II. The average time for all tasks is

36.1817 ms. In practice the actual execution time might be

much longer depending on the network delays, other tasks on

the node, etc. In the tests, we select 167 ms as time step to

guarantee a sufficient margin.

TABLE II: Time for different tasks (averaged over 20000 data points)

Computation Tcomp = 0.2167 ms
Modbus messaging Tmodbus = 31.6846 ms
RIAPS messaging TRIAPS = 4.2805 ms
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Fig. 11: Case 1 results for the full test RegD signal for 40 minutes.

C. Case Study

In following we show the performance of the proposed

algorithm in various scenarios. The performance is evaluated

based the two goals: 1) how tightly the POI power follows the

RegD power command, i.e., the quality of provided regulation

service; 2) how close the incremental costs for DGs are, i.e.,

the optimality of the EDP solution.

Case 1: Full test for RegD. Fig. 11 shows the results

for the 40-minute RegD signal test. The maximum error for

POI power tracking ∣PREG − PPOI∣ is less than 50 kW. The

incremental costs λ for all DGs are kept almost the same

throughout the test. From the power output plot, it can be

observed that DG1 has much higher power output when the

combined power demand from the load and regulation service

is high. The bottom plot shows the voltage measured at

different locations. The voltage at POI is around at 0.99 p.u.

throughout the test while the voltages at the DGs have small

fluctuations due to the interaction between the line impedance

and injected power. The voltage at DG1 is close to the POI

voltage because it is connected to the POI bus with a small

line impedance, i.e., they have a small electrical distance. The

voltage at DG2 is the lowest because the electrical distance

between DG2 and POI is the largest among the four DGs.

The maximum voltage deviation from the voltage without

regulation service is 0.0017 p.u. at DG4. Despite the small

fluctuations, all the voltages are within the 5% tolerance.

This means providing regulation service does not significantly

impact the voltage profile, which validates our first assumption

in Subsection IV-B.
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Fig. 12: Case 1 results for the RegD ramp region at point A in Fig. 2.

Based on PJM’s criteria, the overall performance score for

the provided regulation service is calculated as the average of

following three components,

● Delay score: calculated based on the delay that provides

the maximum correlation between the regulation signal

and the MG power output change. A delay less than 10

s scores a perfect 1. The test results in Fig. 11 have a

delay less than 10 s and the delay score is 1.

● Correlation score: calculated as the correlation between

the regulation signal and the MG power output after

removing the above delay. The correlation score is 0.9644

for the test results in Fig. 11.

● Precision score: calculated as based on the normalized

absolute error between the regulation signal and the MG

power output. The precision score is 0.8821 for the test

results in Fig. 11.

The overall score for the provided regulation service is 0.9488

which satisfies PJM’s requirement for a score of 0.75 or better.

More details about PJM’s performance score and how it is

calculated can be found in [43].

Fig. 12 shows the zoomed-in part of the ramp region of

RegD, which is at point A in Fig. 2. During this region, the

slope of PREG is around 21.75 kW/s. The error ∣PREG−PPOI∣
is around 31.42 kW. This error can be reduced by selecting

large controller gains ϵi. However, increasing ϵi also reduces

the stability margin. In spite of the error in tracking PREG,

the provided regulation service satisfies PJM’s requirement and

the first goal is achieved.

Fig. 12 also shows the incremental costs for all DGs during

the ramp region of RegD. The incremental costs are staircase

curves as they are calculated by the RIAPS nodes with a

167 ms time step. The incremental costs keep decreasing

following the trend of RegD and all the incremental costs

converge to the same value in spite of the fast changing RegD

signal. This shows the proposed EDP algorithm can achieve

both goals simultaneously.

Case 2: Comparison with dynamic consensus. To demon-

strate the improvement of the proposed consensus protocol,

we implement the dynamic consensus to solve the EDP,

which is widely used in literature (see [10], [15] and [17]).

Recall that equation (10) governing the internal variable yi
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Fig. 13: Case 2 results with dynamic consensus for the RegD ramp region at
point A in Fig. 2.

in the proposed protocol is essentially the same equation

for dynamic consensus (6). A simple method to implement

dynamic consensus in the EDP is to replace (29) with λ∗i = yi.

We use the same parameters in TABLE I and communication

links in Fig. 8(a) as in Case 1.

Fig. 13 shows test results for the ramp region of RegD with

dynamic consensus. Although the regulation power command

tracking performance is similar to the proposed method, dy-

namic consensus fails to converge correctly as the incremental

costs are different for different DGs. The system operates at

a less economic point. This shows the EDP algorithm based

on dynamic consensus cannot achieve the second goal during

the ramp region of the regulation signal.

The total operating cost is calculated as,

Ctotal =

ts+Tc

∑
t=ts

4

∑
i=1

aiP (t)2 + biP (t) + ci (48)

where Tc is the length of time over which the total operating

cost is calculated and ts determines the starting point for the

cost calculation. We define the cost reduction factor of the

proposed method comparing to dynamic consensus as,

η =
C

dynamic

total
−C

proposed

total

C
dynamic

total

(49)

We distinguish between two sub-cases. In the first sub-case,

the cost reduction factor is calculated for the 40-minute test

by setting Tc = 40 mins and ts = 0 s in (48). The cost

reduction factor is η1 = 0.15%. In the second sub-case, the cost

reduction factor is calculated for the 10-second ramp region

as shown in Fig. 12 and Fig. 13. The cost reduction factor

is η2 = 0.51%. For large systems, this relative cost reduction

can lead to significant absolute cost savings. Besides MGs

providing regulation service, the proposed method applies to

MGs with dynamic internal load profiles, which can also have

many ramp regions due to PV generation or dynamic load

behavior. Therefore, it is widely applicable to many MG use

cases. The cost reduction is obtained by changing the consen-

sus protocol without any extra hardware. This highlights the

major advantage of the proposed method, i.e., it can achieve

a cost reduction at no additional expense (except a negligible
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Fig. 14: Case 3 results for loss of communication link L3 at t = 2.6 s
marked by the green bar.
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Fig. 15: Case 4 results for enabling the RegD signal at point B in Fig. 2

increase in the computation and communication burden).

Case 3: Communication link failure. In this case we verify

the performance of the proposed algorithm under communica-

tion link failure. We assume that the communication link L3

fails at t = 2.6 s. The results are shown in Fig. 14. Because

the proposed consensus protocol (thus the proposed EDP

algorithm) only requires a connected communication graph, its

performance is not affected by the failure of communication

link L3. This is also true if the communication link L2, L4,

or L5 fails.

If the communication link L1 fails, the RegD signal cannot

be sent to the DGs thus the regulation service cannot be pro-

vided correctly. This can be avoided if an extra communication

link from the POI relay and DGs is available. An example is

shown Fig. 8 (b). More discussion about Fig. 8 (b) can be

found in Case 5.

If two communications links out of L2, L3, L4, and

L5 fail, the communication graph is disconnected. Similar

to any consensus-based distributed algorithms, the proposed

control algorithm cannot work properly under this condition;

additional communication links among DGs are necessary to

achieve higher levels of redundancy.

Case 4: Transient performance. In this case we verify the

transient performance of the proposed control by enabling
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Fig. 16: Case 4 results with gains ϵ1 = ϵ3 = 0.01/2 and ϵ2 = ϵ4 = 0 for the
RegD ramp region at point A in Fig. 2.
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Fig. 17: Case 4 results with gains ϵ1 = ϵ3 = 0.01/2 and ϵ2 = ϵ4 = 0 for
enabling the RegD signal at point B in Fig. 2

the regulation service at point B in Fig. 2. Before enabling

the service, the POI power is regulated at 1800 kW with

RegD = 0 and after enabling it, RegD = −1 at point B, which

corresponds to a -500 kW step change in PREG.

The test results are shown in Fig. 15. The power mismatch

is eliminated in less than 5 seconds. The rise time (from 10%

to 90% of the 500 kW step response) is 2.9 seconds, which

corresponds to a 0.12 Hz bandwidth for the first-order-like step

response shown in Fig. 15. Considering the bandwidth of the

DG’s local active power control (1.3 Hz) is more than 10 times

the bandwidth of the proposed algorithm, our assumption 2)

in Subsection IV-B is verified: the dynamics of the proposed

algorithm are effectively decoupled from the faster dynamics

of DGs’s local control. The incremental cost of DG1 increases

first after enabling the regulation service and the consensus

algorithm soon regulates them to the same value.

Case 5: Controller gain design. In this case we verify

the gain design method proposed in section IV-C. We set the

control gains to ϵ1 = ϵ3 = 0.01/2 and ϵ2 = ϵ4 = 0 such that the

sum of control gains ϵSUM remains the same. This selection

of gains means an extra communication link L6 between DG3

and the relay is necessary, as shown in Fig. 8 (b).

After re-running the test for Case 1 and Case 4 with the new

gains, the results are shown in Fig. 16 and Fig. 17, respectively.
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Fig. 18: Case 6 results with discrete regulation signal.

Fig. 16 shows that the error ∣PREG − PPOI∣ is around 32 kW

during the ramp region of the RegD signal. Fig. 17 shows

that the error ∣PREG − PPOI∣ is also similar to that of Case 4

during the transient. This means the new gains’ performance

of tracking the regulation power command is the same as that

of the control gains in TABLE I. This verifies our equivalent

model for gain design shown in Fig. 6 as the sum of control

gains determines the tracking performance.

Comparing Fig. 17 with Fig. 15, the incremental cost

consensus performance during transient is improved as now

the inputs ϵSUM(PREG − PPOI) are split between DG1 and

DG3. Another advantage of having more non-zero ϵi is

redundancy. In case the communication link between POI

relay and DG1 failed, the POI power can still be regulated.

If the link failure can be detected, DG3 can set its new

control gain after the failure to ϵ1 + ϵ3 to guarantee the same

power tracking performance as before the failure. However,

all above advantages comes with the cost of having an extra

communication link.

Case 6: Discrete regulation signal. In practice, the RegD

signal is received from PJM every 2 seconds. As a result,

RegD is a discrete signal with a 2-second time step. In this

case, we run the 40-minute full test using a discrete RegD

signal while all the other parameters remain the same as in

TABLE I. With the discrete RegD signal, the achieved overall

score is 0.9534, which is comparable to the score obtained in

Case 1. Fig. 18 shows the test results for the ramp region of the

discrete RegD signal. Due to the discrete nature, the regulation

error ∣PREG −PPOI∣ reaches about 60 kW at the beginning of

each RegD step and decreases to about 15 kW at the end. The

incremental costs for all DGs are kept almost the same with

some minor transient due to the RegD step. This shows that

the proposed algorithm can achieve good regulation service

quality and optimal economic dispatch simultaneously for the

discrete RegD signal.

Case 7: BESS with constant cost function coefficients. In

this case, we verify the performance of the proposed algorithm

with the BESS. We simulate a battery at the DC side of the

inverter-based DG4. The simulated battery capacity is selected

to be 250 kWh to make the SoC fluctuation more significant.

The initial SoC is set to 50%. The cost function coefficients
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Fig. 19: Case 7 (DG4 is a BESS with constant cost function coefficients)
results for the 40-minute RegD test.
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Fig. 20: Case 7 (DG4 is a BESS with constant cost function coefficients)
results for the RegD ramp region.

for DG4 are changed to a = 0.001, b = 32, and c = 0 to account

for the BESS characteristics while the coefficients for DG1,

DG2, and DG3 remain the same as in TABLE I. Throughout

the test, the coefficients are constant.

Fig. 19 shows the results for the 40-minute RegD test. It

is observed that the POI power follows the regulation power

tightly. The maximum error ∣PREG−PPOI∣ is less than 10 kW,

demonstrating better performance than the results without the

BESS in Fig. 11. This is because coefficient a for DG4 is

smaller than that used in Case 1, which reduces aAVE and

results in a better regulation performance as predicted by the

equivalent model in Fig. 6. Fig. 20 shows the zoomed-in part

of the ramp region of RegD. It further verifies the better

performance in tracking regulation power command while

achieving the same incremental cost for all DGs. During the
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Fig. 21: Case 8 (DG4 is a BESS with SoC-dependent cost function
coefficients) results for the 40-minute RegD test.
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Fig. 22: Case 8 (DG4 is a BESS with SoC-dependent cost function
coefficients) results for the RegD ramp region.

test, the highest SoC is 74% at t = 14 min while the lowest

SoC is the initial SoC (50%). The BESS SoC increases to 65%

at the end of the 40-minute test. Without any constraints for

the SoC, it cannot be guaranteed that the SoC will stay in a

target/safe zone.

Case 8: BESS with SoC-dependent cost function co-

efficients and 50% initial SoC. In this case, we verify

the performance of the proposed algorithm with the BESS

which has SoC-dependent cost function coefficients to main-

tain the SoC at an arbitrarily selected target of 50%. The

DGs’ configuration and parameters are the same as that in

Case 7. The cost coefficients for the BESS are selected as

a = 0.001, b = 37 − 10 × SoC, c = 0 as an example. They can

be determined by a higher-level optimization algorithm such

as [33]. The initial SoC is 50%.
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Fig. 23: Case 9 (DG4 is a BESS with SoC-dependent cost function
coefficients and 85% initial SoC) results for the 40-minute RegD test.
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Fig. 24: Case 9 (DG4 is a BESS with SoC-dependent cost function
coefficients and 85% initial SoC) results for the RegD ramp region.

Fig. 21 shows the results for the 40-minute RegD test.

While providing comparable performance in tracking regu-

lation power command as Case 7, the BESS SoC fluctuates

around 50% throughout the test. The highest SoC is 66% at

t=14 min while the lowest SoC is 43% at t=25 min. At the

end of the test, the SoC is 55%, demonstrating its capability

of maintaining the SoC around the 50% target. Fig. 22 shows

the zoomed-in part of the ramp region of RegD. The proposed

algorithm can achieve the same incremental cost for all DGs

with slowly varying cost function coefficients to maintain the

BESS SoC.

Case 9: BESS with SoC-dependent cost function coeffi-

cients and 85% initial SoC. To further show that the proposed

method’s capability of maintaining the BESS SoC, the initial

SoC is set to 85% while all the other parameters are the same

as that in Case 8. The test results are shown in Fig. 23. With a
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Fig. 25: Case 10 (DG4 is a BESS with SoC-dependent cost function
coefficients and 25% initial SoC) results for the 40-minute RegD test.
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Fig. 26: Case 10 (DG4 is a BESS with SoC-dependent cost function
coefficients and 25% initial SoC) results for the RegD ramp region.

high initial SoC, the DG4 power output is reduced during the

first 20 minutes of the test to decrease the SoC to around 50%.

While maintaining the SoC, DG4’s power output follows the

trend of the RegD signal to participate in providing regulation

service. Throughout the test, the SoC is within 20% - 90%

with the highest SoC being the initial SoC. At the end of the

test, the SoC is 57%. Fig. 24 shows the zoomed-in part of the

ramp region of RegD. The proposed algorithm can achieve the

same incremental cost for all DGs with slowly varying cost

function coefficients to maintain the BESS SoC.

Case 10: BESS with SoC-dependent cost function coef-

ficients and 25% initial SoC. In this case, the initial SoC

is set to 25% while all the other parameters are the same as

that in Case 8. The test results are shown in Fig. 25. Due

to the low initial SoC, DG4 absorbs power from the MG to

increase its SoC to around 50% in the first 10 minutes of the

test. The absorbed power follows the trend of the RegD signal

to participate in providing regulation service. Throughout the

test, the SoC is within 20% - 90% with the lowest SoC being

the initial SoC. At the end of the test, the SoC is 54%. Fig. 26

shows the zoomed-in part of the ramp region of RegD. The

proposed algorithm can achieve the same incremental cost

for all DGs with slowly varying cost function coefficients to

maintain the BESS SoC.

VI. DISCUSSION AND CONCLUSION

When a MG is providing regulation service, the optimal

EDP solution changes with the regulation signal. By observing

that the regulation signal has ramp regions, we propose a

consensus protocol that achieves zero steady-state error for

ramp inputs. The proposed protocol is applied to solve EDP for

MGs providing regulation service, achieving good regulation

service quality and optimal economic dispatch simultaneously.

The proposed method can also be used for MGs with dynamic

internal load profiles that have many ramp regions.

To consider the BESS in the MGs, we embed the SoC

constraints implicitly in the BESS cost function. Case stud-

ies presented show that it is possible to control the BESS

operation and maintain its SoC using correctly selected cost

function coefficients. However, this approach has two po-

tential drawbacks. First, as an implicit constraint, it does

not provide an explicit bound for the deviation from the

target SoC. Second, the optimal solution to the EDP changes

with the coefficients. Therefore, a higher-level optimization

algorithm or well-designed rules should be used to determine

the coefficients to guarantee that the optimal solution has

satisfactory performance. The proposed EDP algorithm (26)-

(29) guarantees accurate convergence to the optimal solution.

Despite the drawbacks, this approach functions sufficiently

well when the BESS coefficients are properly parameterized,

as shown by the test results.

APPENDIX A

DERIVATION OF TRANSFER FUNCTION T(s)

T(s) = s [IN 0N×N ] [sIN + αL βL

0N×N sIN + βL
]
−1

[IN
IN
]

= s [IN 0N×N ] [(sIN +αL)−1 −(sIN +αL)−1βL(sIN + βL)−1
0N×N (sIN + βL)−1 ] [IN

IN
]

= s[(sIN + αL)−1 − (sIN + αL)−1βL(sIN + βL)−1]
= s(sIN + αL)−1[IN − βL(sIN + βL)−1]

Substituting L = QΨQT and IN = QINQ−1, and recall

Q−1 =QT,

T(s) = sQ(sIN + αΨ)−1[IN − βΨ(sIN + βΨ)−1]QT

=

N

∑
i=1

s

s + αψi

(1 − βψi

s + βψi

)qiq
T
i

=

N

∑
i=1

s2

(s + αψi)(s + βψi)qiq
T
i
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APPENDIX B

PARAMETERS FOR INVERTER-BASED DGS

TABLE III: Parameters for Inverter-based DGs

Parameters Values

General
Rated power output (S∗) 1 MW
DC link voltage (VDC ) 1200 V

Switching frequency (fSW ) 5 kHz

LCL filter
Inverter side inductor (L1) 150 uH

Capacitor (C) 800 uF
Grid side inductor (L2) 300 uH

Droop control

Low pass filter cut-off frequency (flfp) 8 Hz
P-f droop gain (m) 1 Hz/MW
Q-V droop gain (n) 25 V/MVar

Q-V integrator gain (ns) 1×10−3

Rated peak voltage (Vr) 392 V
Rated frequency (fr) 60 Hz

Inner loop
Voltage loop PI gains (kP,V , kI,V ) 4.86, 1260
Current loop PI gains (kP,I , kI,I ) 0.31, 50
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